Partial differential equations

1. | PDEs in Physics

Wave and membrane dynamics

Proposition 1 (Wave equation). Consider a one-
dimensional string of length L and constant k(z), p(x,t)
be its linear density and wu(z,t) be the displacement of the
point = at the time ¢ from its equilibrium point. Then,
the dynamics of the string are given by:

(put)y = (kug),

If both k£ and p are constant, this equation is sometimes
written as:

(1)

These kinds of equations are called hyperbolic equations.

_ 2
Ut = C Ugy

Proposition 2 (Navier-Cauchy equation). Consider
a solid of mass density p and let y and A be the so-called
Lamé coefficients that describe the material. If u(x,t) is
the displacement vector at the point x and the instant ¢,
the equation that describes the deformation of the solid
(elastodynamics) is:

puy = pAu+ (A + p)V(V-u)

Fluid dynamics

Definition 3. Given a vector field u(x,t), we define the
material derivative operator as:

Du

—:=u u-Viu

Dt ¢+ (@-V)
Definition 4. An incompressible flow is a flow in which
the material density is constant.

Proposition 5 (Continuous equation). Consider a
fluid of density p moving at a velocity u(x,t). The conser-
vation of mass implies that the following equation (called
continuous equation) must hold:

pi+ V-(pu) =0 2)
If the fluid is incompressible, the previous equation be-
comes:

V-u=0

Proposition 6 (Cauchy momentum equation). Con-
sider an inviscid fluid of density p moving at a velocity
u(x,t) and undergoing a pressure of p(x,t). The conser-
vation of momentum implies that the following equation
(called Cauchy momentum equation) must hold:

Du

IThat is, V- F(x) = 0 ¥x € R3\ Q.

3)

Theorem 7 (Inviscid flow). Consider an incompressible
inviscid flow of density p moving at a velocity u(x,t) and
undergoing a pressure of p(x,t). The equations describing
the dynamics of the flow are:

Du
—+Vp=0
P Dy +Vp
V-u=0
If however the flow is compressible, the equations become:
Du

"Dt
pt +V-(pu) =0

+Vp=0

Theorem 8 (Viscid flow). Consider an incompressible
viscid fluid of density p, viscosity 7, moving at a velocity
u(x,t) and undergoing a pressure of p(x,t). The equations
describing the dynamics of the flow are:

Du

— +Vp=nA
th+pnu

V-u=0
If however the flow is compressible, the equations become:
Du
Dt
pt + V-(pu) =0

+Vp=n (Au + %V(V- u))

Potential theory

Proposition 9. Consider a body £ C R? with a density
of mass p. The gravitational force done by this body to a
mass m located at the position x € R? is given by:

X—y

F(x)=-Gm | ———p
J =yl

(v)d%y

Proposition 10. Consider a body Q C R? with a density
of mass p. Then, F(x) = mVu(x) where

u(x) = G/ mp(}’)dgy

is the potential created by the body € at the point x € R3.
Furthermore, if p is regular enough, we have V-F(x) =
—47p(x)t. Combining these two equation, we get:

Au = —47p

which is the Poisson equation (and also it is a elliptic equa-
tion).



Diffusion and heat equations

Proposition 11 (Fick’s law of diffusion). Consider a
material with diffusivity (or diffusion coefficient) D, diffu-
sion flur ¢ and concentration w. Then, Fick’s law states
that:

= —DVu

Proposition 12 (Diffusion equation). Consider a ma-
terial with diffusivity D, the diffusion flux ¢ and concen-
tration w. Then, the concentration of the material satis-

fies: 5
u

. P ou _
In particular, if D = const., then we get 57 = DAu.

Proposition 13 (Fourier’s law). Consider a material
with thermal conductivity k, q be the heat flur and u(z,t)
its temperature. Then, Fourier’s law states that:

q=—kVu

Proposition 14 (Heat equation). Consider a material
with thermal conductivity £ and u be its temperature.
Then, the temperature of the material satisfies:

0 1
9 v (kVa)
at  cp
where c is the specific heat capacity and p is the density.
In particular, if k& = const., then we get %7; = alAu, where

o= c—kp is the thermal diffusivity.

Maxwell equations

Proposition 15 (Gauf3’ law). Gauf’ law states that a
static electric field points away from positive charges and
towards negative charges, and the net outflow of the elec-
tric field through a closed surface 02 is proportional to
the enclosed charge.

vE="' (Differential form)
€o
1
# E-dS=— [ pdV (Integral form)
5
1X9] 0 Q

Proposition 16 (Gauf}’ law for magnetism). Gaufs’
law for magnetism states that for each volume element 2
in space, there are exactly the same number of magnetic
field lines entering and exiting the volume. No total mag-
netic charge can build up in any point in space.

V-B=0

#BdSzO

a0

Proposition 17 (Maxwell-Faraday equation).
Mazwell-Faraday equation states that a time-varying mag-
netic field always accompanies a spatially varying (also
possibly time-varying), non-conservative electric field, and
vice versa

VxE=—

ot
d
§I§E-d£=——/B-dS
dt
b

ox

Proposition 18 (Ampére-Maxwell circuital law).
The original Ampére’s law (Vx B = p10J) stats a relation
between the total amount of magnetic field around some
closed path 93 due to the current that passes through that
enclosed path . The second term on the right-hand-side
(added later by Maxwell) is the displacement current as-
sociated with the polarization of the individual molecules
of the dielectric material.

VxB = pug (J—i—eoaa}f)

d
§£B~d£:u0 /J~dS+sO&/E~dS
P

0% )

Mechanics and optics

Definition 19. We define the refractive index is defined
as:

where ¢ is the speed of the light in the vacuum and v(x)
the speed of the light at the position x (located in some
medium).

Proposition 20 (Fermat’s principle). Fermat’s prin-
ciple states that the path taken by a ray between two
given points a and b is the path that can be traveled in
the least time. Mathematically, we want to minimize the

functional:
b
[ lax)
0= [ 56

So we shall solve the equation 67 = 0, which is equivalent
to solve:

b
6/n(x)ds=0

where s is the arc-length parameter. From the Euler-
Lagrange equations, we get the following ODE:

d dx
Proposition 21 (Eikonal equation). The time T'(z)

taken by the light to travel from a fixed point zy to x in
a medium of refractive index n is given by:

IVT|* = n®

Definition 22. The action S of a physical system is de-
fined as the integral of the Lagrangian L := T'—V between
two instants of time ¢; and t5. That is:

S(x,1) = / L(x(t), %(1), 1) dt = / (G - v )

t1 ty

where m is the mass of the particle, T is the kinetic energy
of the particle and V is its potential energy.



Proposition 23 (Principle of least action). The path
taken by a physical system between times t; and t5 and
configurations x; and xo is the one for which the action
is stationary (no change) to first order. Mathematically,
0S = 0, where ¢ means a small change. This value S(x, )
of the action satisfies the Hamilton-Jacobi equation:

as 1 9
— 4+ —||VS V=0
ot + 2m” I+
Proposition 24 (Schrodinger equation). The

Schridinger equation is a PDE that governs the wave
function ¥, which describes the quantum state of an iso-
lated quantum system, of a quantum-mechanical system.
This is given by:

ov h?
ih—=(——A+V |V
ot ( 2m * )
where m is the mass of the particle and V is the poten-

tial in which the particle exists. Furthermore, |¥|? is the
probability density function of the position of the particle.

Proposition 25. Substituting ¥ = \/,Bei% into the
Schrodinger equation and taking the limit A — 0 in the
resulting equation yield the Hamilton-Jacobi equation.
Moreover, if we define v = %, from one real equation
(from the original one complex equation) we get the con-
tinuous equation (Eq. (2)) and from the imaginary equa-
tion taking the limit iz — 0 we get the Cauchy momentum
equation (Eq. (3)).

2. | First order differential

equations

partial

Vector calculus

Definition 26. Let 2 C R" be a set. We define the space
C§°(€2) as the set of all compactly supported functions in

C(Q).

Theorem 27 (Fundamental lemma of calculus of
variations). Let  C R" be a domain and f: 2 — R be
a continuous function. If

!f(X)dx=0

for any subset U C €2, then f =0 in .

Proof. If there were a point xg €  such that (without
loss of generality) f(xg) > 0, the continuity would imply
the existence of an open set U containing xg and a € > 0
such that f(x) > e Vx € U. But then we would have:

0= [ f(x)dx >¢|U| >0
/

O

Corollary 28. Let 2 C R™ be a domain and f: Q — R
be a continuous function such that

[ 16960 dx =0
Q

for all ¢ € C§°(€2). Then, f =0in Q.

Proof. If there were a point xg € 2 such that (without loss
of generality) f(xq) > 0, the continuity would imply the
existence of an open set U containing xo and a £ > 0 such
that f(x) > e Vx € U. Now take ¢ € C§°(f2) such that
@ >0, suppy C U and ¢ > 0 in some open set V C U.
And we would have:

0= / F()p(x) dx = / F()p(x) dx > 0
Q U

O

Proposition 29. Let 2 C R™ be a compact set with a
piecewise smooth boundary, U D 2 be an open neighbor-
hood of , k € CY(U) and f,g € C?>(U). Then:

/fdiv(ng):/kag~dS—/ka~Vg

Q [oX9) Q
/fdiv(ng) —gdiv(kV f) =
Q

- /k(ngngf) s
o0

Sketch of the proof. For the first one apply the 7?7 7?7 with
the vector field k£ fV g and for the second one, use the pre-
vious formula and the symmetry of f and g. O

Corollary 30 (Green identities). Let @ C R"™ be a
compact set with a piecewise smooth boundary, U D €2 be
an open neighborhood of Q and f, g € C3(U).

!ngza/QnydS—Q/Vf-Vg

/ng—gAf=/(ng—gi)~dS
Q

oQ

Method of characteristics

Proposition 31 (Method of characteristics). Let a,
b, ¢, xo, to and ug be of class C'. Consider the following
quasilinear partial differential equation

et ) gt + bt G = el b))

with initial condition u(xo(s),t0(s)) = uo(s), s € I where
I C R is an interval. The solutions curves of the system

dz

E = a(a:,t,u)
dt
E = b(LE,LU)
d
d—:_b = c(z,t,u)

with initial conditions x(0, s) = zo(s), t(0,s) = to(s) and
u(0, s) = up(s), form the surface of the graph u(x,t). Such
curves are called characteristic curves.

Sketch of the proof. Note that we can rewrite Eq. (4) as:
du
Gu |
St =0

-1

(a(z,t,u) b(x, t,u) c(z,t,u))-



And (g—;‘,%,—l)T is perpendicular to the surface of
u(z,t). Now for each s € I it suffices to find a curve
C C R? parametrized by 7 whose tangent vector is

(a(z,t,u),b(:z:,t,u),c(z,t,u))T. O

Traffic flow equation

Proposition 32 (Traffic flow equation). Consider a
one lane motorway with one entry an one exit. Let p(z,t)
be the density of cars per unit of length, u(p) the average
speed of the cars and ¢ = pu be the flux of cars. Then, we
can model the traffic in the motorway with the equation:

pe+ (pu), = pi +q'(p)pz =0
The integral form of the latter equation is:

b

% / p(z,t)dz = g(a,t) — q(b,t)

a

()

Sketch of the proof. The integral form is due to the conser-
vation of “mass”. Thus, using the regularity of the func-
tions:

b

b b
[oae=5 [ownae=a@n - at.0 =~ [ a.ds

a

Now use the 27 Fundamental lemma of calculus of varia-
tions. O

Proposition 33. In the hypothesis of the traffic equation,
if tg Z tl, then:

b to
[l t2) = pla ) de = [latet) - a0t (0)

Sketch of the proof. Integrate Eq. (5) with respect to ¢
between t; and ts. O

Proposition 34. In the hypothesis of the traffic equa-
tion, p is constant in each line of the form x(t) = xg +
q' (p(x0,0))t. This determines p(z,t) provided that we al-
ready know the initial condition po(x) := p(z,0), =z € R.
In other words, p(z, t) is the solution & of the density at the
appropriate x-intercept of the line passing through (z, t):

£ = po(z —q'(&)t)

Sketch of the proof. Apply the 31 Method of characteris-
tics. On the other hand, if £ is the density at (z,t), we
have:

x=z0+q (&t

where xg is the z-intercept at ¢ = 0 of the line passing
through (x,t) with slope ¢’(£). Rearranging the previous
equation and applying po we get the desired result:

zo=x—q(Et = &= p(xo) = po(x — ()

p(z,0)

pmax

D

Figure 1: Characteristics of the traffic flow. In each line
the density p is constant.

Proposition 35 (Rankine-Hugoniot equation). In
the hypothesis of the traffic equation, let z4(¢) be the po-
sition at time ¢ of a (jump) discontinuity in the function
p. Then:

dzs  [q]

dt o]

(pu), — (pu)_
P+ — P-

where the notation [z(t)] refers to:

li t)— li t
e 20 = T (1)

[2(to)] := 24 (to) — z_(to) :=

Sketch of the proof. Let a(t) <
Then, using Eq. (6) we have:

xs(t) < b(t) and to > ty.

b(t2) b(t1)

/P(%tz)d?ﬁ— / plz,ty) da =

a(ts2) a(t1)
to

= /[q(a(t), t) —q(b(t), )] dt

t1
to

= /[ﬂ(a(t% t)(u —a’) = p(b(t), ) (u — b)] dt

t1

Letting a(t) / xs(t) v b(t) and using the 27 Fundamental
lemma of calculus of variations we get:

(s (t), ) (u — 2s")]- = [p(as(t), ) (u — 25")]+ = 0
Rearranging the terms we get the desired result. O

Lemma 36 (Entropy condition). In the hypothesis of
the traffic equation, we will have existence and uniqueness
of solutions for the traffic flow equation if:

{(ps) < ﬂ <d(p-)



3. | Wave equation

Proposition 37. Let u : R? = R be a two-times differ-
entiable function such that:

?(put)(x,tg) dz — 7(put)(x7tl) de = j(kuz)(fﬂQ,t) gt —
—7®%Wmﬂ&+77ﬂ%0mw

for certain smooth functions p(x,t), k(z), f(x,t). Then,
u(x,t) is a solution to the wave equation with driven force

f:
(pur), — (kug), = f(z,1)
If f =0 and p and k are constant, the equation is some-

times rewritten as:

2
Utt = C Ugy

(7)

Sketch of the proof. Rewrite the equation as:

to x2 T2 to to T2

0 0
/a/putdxdt—/%/kuzdtdm—k//f(m,t)dxdt
t1 1 T t1 t1 x1

Now use the regularity of the functions and the 27 Funda-

mental lemma of calculus of variations to get the result.
O

Solution on R

Proposition 38 (D’Alembert formula). Let ug, v :
R — R be functions. The solution u(z,t) to the problem

Ut = gy
u(x,0) = ug(x)
ug(x,0) = vo(x)
is:

uo(x + ct) +up(x —ct) 1

t) = —
u(x,t) + 50

5 vo(s)ds (8)

xr—ct

Sketch of the proof. Eq. (7) with the coordinates (£,7) =
(x + ct,x — ct) is simplified to ug, = 0. Thus, u(x,t) =
o(x + ct) + Y(x — ct) for certain smooth functions ¢, 1.
Now use the initial conditions to conclude

(y) = *UO /Uo ds+C
0
Yy
Vo) = Juolv) — 5 [ vols)ds -
Yy Uo % Uo S
0
for certain constant C' € R. O

Remark. 38 D’Alembert formula show us that the state at
(z,t) depends entirely on the quantities 2 4+ ¢t and = — ct
and the functions ¢(x + ct), ¥ (x — ct) represent two waves
traveling at velocities —c¢ and c¢ respectively. Hence, a
small perturbation far from (x,t) will not affect u(z,t) in
a neighborhood of (x,t) but it will do it eventually.

Theorem 39. Let ug,v9 : R = R and f : R2 — R be
functions. The solution u(z,t) to the problem

st = Py + f
u(z,0) = up(x)
ug(x,0) = vo(z)

9)

is:

x+ct

/ vo(s) ds +

r—ct

t x+c(t—T)

=/ ]

0 z—c(t—7)

ug(z —ct) +up(z+ct) 1
u(z,t) = 5 + %

f(s,7)dsdr

If we think u(t) : © — u(x,t), then we can write the ex-
pression above more compactly as:

t

Mﬂ:T@W+T@m+/iu—ﬂﬂﬂm
0

where the operator T'(¢) is defined as:

xz+ct

5 [ etsras

x—ct

[T(t)e] (x) =

Sketch of the proof. Eq. (9) with the coordinates (£,n) =
(w +ct,x — ct) is simplified to ue;, = —3L;. Now integrate
this equation using the 77 ?77. O

Theorem 40. Let U C R? be an openset and u: U — R
be a function. Then, u satisfies the wave equation with
density p(z,t), constant k(z) and driven force f(z,t) if
and only if:

/put dz + ku, dt =
ouU

—/f(z:,t)dxdt
U

Sketch of the proof. It is a consequence of the 7?7 77 with
the vector field X = (puy, ku,) and the 27 Fundamental
lemma of calculus of variations. (]

Proposition 41. Let U C R? be an open set, v : U — R
be a function. Then, u satisfies the wave equation with
constant ¢ = £ and no driven force if and only if for any
four points A, B, C and D delimiting the boundary of an
open set V C U (as in Fig. 2) we have:

u(A) — u(B) +u(C)

—u(D) =0 (10)

Sketch of the proof. Prove

/ ug d + c2uy dt = 2c(u(A) — u(B) + u(C) — u(D))
oV

and then use Theorem 40. To show this latter equality
note that u, = ue + uy, w, = c(ug — u,) and use the fact
that d6 = doz + c¢dt = 0 and dn = do — c¢dt = 0 in the
respective characteristic lines of 9 V. (]
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Figure 2: Characteristics of the waves equation.

Proposition 42 (Conservation of energy). Consider
the wave equation puy — kug, = 0 and assume the func-
tions ug, vg of the initial conditions have compact support.
Then:
o0
% (;pth + ;k‘uﬁ) dr =0

— 00

That is, the energy is conserved.

Sketch of the proof. Enter the derivate inside the integral
and integrate by parts. O

Corollary 43. The problem of Eq. (9) in which the func-
tions ug and vy have compact support has existence and
uniqueness of solutions.

Sketch of the proof. The existence has already been proved
for a sufficiently regular f. For the uniqueness, suppose w1
and wuo are two solutions. Then, u = u; — usy is a solution
to pugs — kg, = 0 with initial conditions u(z,0) = 0 and
u¢(x,0) = 0. Moreover:

o0
1 1
/ <2put2 + zkumz) dr =0
— 00
because it is constant and attains the value of 0 at t = 0.

This implies v = 0 using again the initial conditions. [J

Solution with one fixed point

Proposition 44. Consider the problem:

_ 2
Ut = C Ugy

u(z,0) = ug(x)
ug(x,0) = vo(x)
u(0,t) = a(t)

where ug, vg : (0,00) = R. Then, the d’Alembert solution
is
u(z,t) = ¢z + ct) + Y(x — ct)

where:
1 1 f
¢)(y) = *Uo(y) + ?C/Uo(s) ds fory>0
L
W(y) = Suo(y) — 2CO/’Uo(S) ds ify>0
—o(~y) + a(-y/c) ify <0

In particular, if «(t) = 0 and we make the odd extension
of both ug and vg, we have:

R
e Yy €

vl) = 3unlw) -~ 5. [ (s
0

Sketch of the proof. We already saw the expressions of ¢
and ¢ for y > 0 in 38 D’Alembert formula. For y < 0,
note that we must have:

a(t) = u(0,t) = ¢(ct) + (—ct)

Proposition 45. Consider the problem:

Uy = Pllgy
u(z,0) = ug(x)
ut(z,0) = vo()
uw<0’t) = B(t)
where ug, vg : (0,00) = R. Then, the d’Alembert solution

u(z,t) = ¢z + ct) + Y(xz — ct)

where:
1 Yy
00) = yuol) + 5 [ wo(s)ds fory =0
0
Yy

1 1 .

Suo(y) — % /vo(s) ds ify>0
Y(y) = y °

¢(*y)+/ﬂ(78/c)ds ify <0

0

In particular, if (t) = 0 and we make the even extension
of both ug and vy, we have:

Yy eR
2c y

y
vl) = 3unlw) — 5, [ (s
0
Sketch of the proof. We already saw the expressions of ¢
and ¢ for y > 0 in 38 D’Alembert formula. For y < 0,
note that:
V' (y) = —¢'(y) + By/c)

because 5(t) = u,(0,t) = ¢'(ct) + &' (—ct). O

Solution with two fixed endpoints

Consider a string of length L with its two endpoints fixed.
In this section we will discuss how to obtain the solutions
of its movement solving the following initial-and-boundary
conditions problem:

u(z,0) = uo(x)
ug(x,0) = vo(x) (11)
u(0,t) =0

u(L,t) =0



Definition 46. Let f : [0,7] — R be a function. We
define the even periodic extension of f as the function f
such that:

o fo(z) = f(x) for z € [0,T].
o fo is even.
o fo is 2T-periodic.

We define the odd periodic extension of f as the function
fo such that:

o folz) = f(x) for x € [0,T.
e fo is odd.
e fo is 2T -periodic.

Proposition 47. Consider the odd periodic extensions
for ug and vy of Eq. (11). Then, the solutions of that
equation are given by the 38 D’Alembert formula.

Sketch of the proof. Consequence of 38 D’Alembert for-
mula. Il

Proposition 48. Suppose we want to know the displace-
ment u(z,t) of the string at the position A = (z,t) €
[0, L] x R>q (see Fig. 3). Then:

u(A) = —M - %/vo(s) ds

c
Sketch of the proof. We will use Eq. (10) to determine
u(A). Construct the characteristic lines = + ¢t as shown in
Fig. 3. Then, by Eq. (10) we have that the u(A) = —u(B).
Since we are provided with the equation at ¢ = 0, we
can determine u(B) using the points C' and D and the 38
D’Alembert formula. O
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Figure 3: Scheme for Theorem 48 of solving the wave equa-
tion

Proposition 49 (Separation of variables). The solu-
tion u(x,t) to Eq. (11), using separation of variables (i.e.
assuming u(z,t) = X (x)T(t)), is:

> ™ m™e m™e
u(z,t) = Z sin (—) {an cos (—t) + b, sin (—t)}
= L L L

where:

L
1 . ™I
by, = — /vo(x) sin (T) dz
-L

Here we have thought ug and vy as the respective odd
periodic extensions.

Sketch of the proof. Assume u(x,t) = X (x)T'(t). Then:

T// X/I

AT~ X
and A = const. because the left-hand-side depends entirely
on t, whereas the right-hand-side depends entirely on x.
From X” + A\X = 0, we can deduce that A > 0 by multi-
plying the equation by X and integrating (between 0 and
L) by parts the result. Finally, imposing the boundary
and initial conditions (using Fourier series) leads to the
solution. [

-2

Remark. Note that with the wave equation the derivatives
u, and u; converge (if they do) more slowly than u. The
situation worsen with higher derivatives.

Variable coefficients

Theorem 50 (Sturm-Picone comparison theorem).
Let pi,q; : R = R, i = 1,2, be functions such that
0 < pa < p1 and g1 < g2. Suppose that the functions
u(z) and v(x) satisfy the following differential equations:

(p1(x)u’) + qi(x)u =0
(p2(2)0") + q2(z)v =0

If a1, ag are two successive roots of u, then one of the
following holds:

o 3B € (a1, as) such that v(8) = 0.
e X € R such that v(z) = du(z) Vo € R.

Sketch of the proof. Suppose v and u are linearly indepen-
dent and that w > 0 and v > 0 (if v < 0, —v > 0 an is
also a solution of the same PDE) in («, 2). Then, mul-
tiplying the first equation by —u and the second one by
“72, adding them and integrating we get:

o= [ [ o + =] s

aq
Q2

]

ay

2
w?v’ — 2uu/ v’

[pw’2 + p2 — + (g2 — q1)u21 da

Finally, observe that:

2

2
w?v’ — 2uu'vv’

v2 v2

And from the hypothesis we conclude v = 0, which is a
contradiction. (]



Proposition 51. Let A\,u € R such that A # p and
k,p: R — R. Suppose that the functions f,g:[0,L] = R
satisfy the following differential equations:

(k(@)f') + Ap(x) f =0
(k(x)g") + pp(a)g =0

and f(0) = f(L) = g(0) = g(L) = 0. Then, f and g are
orthogonal with inner product with weight p.

Sketch of the proof. Multiply the first equation by g, the
second by f, sum them and integrate (by parts) the re-
sulting equation between 0 and L to conclude:

/ﬁ@ﬁ@muMI:o

0
O

Proposition 52. Consider the following problem of the
wave equation of non-constant coefficients:

PUtt = (kua:)x
u(z,0) = UO( )
(12)

Then, the general solution to this problem (assuming that
there is a solution for each A, number) is

= i Xn(z) [an cos (\/Et) + b, sin (\/Et)]

where X, (z) is the solution to the problem

(kXY 4+ ApXy =0
X,(0)=0
X,(L)=0

and:

/uo(x)Xn(x)p(x) dz /Uo(x)Xn(x)p(x) dz

0
an = T b, =

[ Xa@ioto)

Sketch of the proof. Use separation of variables and The-
orem 5H1. U

dx

L
Ve | Xu(@)p(e) da
/

4. | Heat equation

Basic solution

Proposition 53. Consider the following boundary prob-
lem of the heat equation:

- R

with a = const. The solution u(x,t) to Eq. (13) is:

(171'2712
u(z,t Zane_ L2 tsin( na:)
n=1
where:
L
2 7rnx
— d
=7 / sm ) x
0
Sketch of the proof. Use separation of variables. (|

Remark. Note that unlike the wave equation, the heat
equation is infinitely many times differentiable for any
time ¢ > 0 although it is not defined for negative times.

Proposition 54. Consider the simplified Schrodinger
equation:
g = Ugy
u(0,t) =0
u(L,t) =
u(z,0) = up(x)

(14)

~—

The solution u(z,t) to Eq. (14) is:

oo
71‘” n? t ™I
E L2 "gin [ —
L

where:

Ay =

ug(x) sin (%m) dz

o
O\:h

Sketch of the proof. Use separation of variables. O

Definition 55. A function f(z,t) is said to be self-similar
if 3o, B € R such that f(z,t) = tfp (t%) for some function
p:R—R.

Proposition 56. Consider the heat equation of constant
coefficients u; = aug, on the whole real line. Then, if we
impose u being self-similar satisfying u(x,t) = u(\z, \%t)
VA > 0, we obtain:

%
= Cl/ei% Z+CQ (15)
0
for certain constants Cq,Cy € R.
Sketch of the proof. Observe that u(z,t) = f(%) =: f(s)
and the heat equation is transformed into —f’s = 2af”.
The solution of this ODE is straightforward. (]



Distributions

Definition 57. Let @ C R"™ be a set.
C5°(Q2) =: D(£2). We define the space L] .
all locally integrable functions on 2.

Definition 58 (Distribution). Let @ C R™ be a set.
A distribution on € is a continuous linear form on D(f2).

The vector space of all distributions on 2 is denoted by
D*().

Proposition 59. Let @ C R" be a set and f € L ().
Then, the map

Aj:D(Q) — R
¢ [ f(x)p(x)dx
/

We denote
() as the set of

is a distribution. Hence, As(p) is usually denoted by
(f, ). Sometimes we will do an abuse of notation de-
noting Ay as f (by the Theorem 28).

Proof. Ay is clearly linear. Moreover:

IMWNS/M@M@NSWMWM
Q

Hence, Ay is bounded and therefore continuous. O

Proposition 60 (Dirac’s § distribution). Let  C R"
be a set and x¢ € 2. Then, the map
0o : D) — R
¢ — p(xo)
is a distribution. We will denote dg simply by 4.

Proof. Clearly 0x, is linear and bounded because
10x0 (2)] = leo(x0)] < (1]l - O

Lemma 61. Let 2 C R"” be a set, xg € 2 and px, be the
measure that equals 1 on the set {xo} and 0 on the sets
disjoint from {xo}. Then, Vo € D(Q2) we have:

dxo () = p(x0) = [ pdux,
/

Definition 62. Let 2 C R™ be a set and n € N. We
define the differentiation operator D™ : D*(2) — D*(Q)
by:

(DA, ) = (A, (-1)"D"¢)
for all A € D*(2) and all ¢ € D(Q2). The distribution
D" A is called distributional derivative.

Definition 63. We define the Heaviside step function as
the function H(x) = 1,>0.

Proposition 64. We have that Ay =: H € D*(R) and:
H =§
Proof. For all ¢ € D(Q2) we have:

<Hw=4mw=—/ﬂwwmw

because ¢ has compact support. Ol

Fundamental solution

Definition 65. A fundamental solution (or heat kernel)
is a solution of the heat equation corresponding to the ini-
tial condition of an initial point source of heat at a known
position. That is, it is the solution to the problem:

Ut = QUgy

. 16
lm A,.0(0) = 0(p) VoeD®) 10

where ¢ is the Dirac delta distribution.

Theorem 66. The heat kernel of Eq. (16) is:

L o= 17

u(z,t) = e tat
= Vi {an

Proof. An easy check shows that if u is a solution to the
heat equation, so it is u,. Thus, from this fact and Eq. (15)
we get the solution:

22

u(z,t) = —=e~ ot

</

Imposing fj_:oo u(z,t)de = 1 we get the desired result.
Let’s see now that }irr(l) Aut)(p) = 6(p) Yo € D(R). Let
u ,

¢ € D(R). Then, Ve > 0 36 > 0 such that |p(z) — ¢(0)| <
2

37 Whenever |z < d, where K = [, at .

1 _
—F—€
z|<é arat

+oo
1 y?
1= e 4ot dy — ¢(0
/ T o(y) dy — ©(0)
— o0
+oo
~| [ = F et - e
Tl Py ¥ Y
_ v
< [ e lety) - w0l dy
drat
|z| <&
1 y? 0)ld
+ e it -
T p(y) — ¢(0)| dy
2| >0
The first integral is bounded by £, while for the sec-

ond one, given that § we can find ¢ > 0 such that
2

1 -2 € : .
‘[\‘-lefs \/ﬁe 4at S m Flnally, for t — 0:

_u2
e dat ¢

3
1S+l |
]2

1
Virat

This is valid V¢ € D(R). Hence, %irr(l)Au(.7t)(cp) = d(p)
—
Vo € D(R). O



Corollary 67. Let [H(¢)](x) be the heat kernel of Eq. (17)
at a fixed point ¢ > 0. Then, the general solution to the
problem

Ut = QUgy (18)
u(z,0) = f(z)
where f: R — R is continuous and bounded is:
—+oo
(e t) = [HO) « 1)) = [ e T ()
’ Vinat e
—0o0

Sketch of the proof. Clearly the heat equation holds by
construction. The proof of }iné |H(t)* f— fllo = 0 fol-
—

lows in the same way as the one in Theorem 66. Ol

Proposition 68. Let [H(t)](x) be the heat kernel of
Eq. (17) at a fixed point t > 0. Then, Vs, ¢t > 0 we have:

H(s+1t) = H(s)* H(t)
Proof. Let x € R. Then:

[H(s) « H(t)|(z) =

“+o0
1 _@-p? 1 _ w2 d
= e 4as e 4at y
Varas Varat
—o0
“+oo
1 1 _ a2 P C ) S Ve
— e 4da(s+t) eda(s+t) dos dat dy
—o0

L2 40 (v-2t)?
= e 1a(s+b) / e dast dy
Varas vArat
— 00
1 1 ,ﬁ 4 st
= e dals T
Varas vaArat s+t

22
e da(s+t)

'
—~|
~

s+t
H(s+1)|(x)

T

O

Proposition 69. Consider the generalized n-th dimen-
sional heat equation:

up = alAu (19)

Then, the generalized heat kernel for this equation is:

= 71 e ‘22‘1,2
HOW) = o

Its associated integral form can be written as the operator:

_ lx—y)?

T(t)uoz/(l)me R ug(y) dy

4ot
Rn

(20)

77 77 gives a representation of T'(¢) in the form T'(t) = 2.

Sketch of the proof. An easy check shows that [H(¢)](x)
solves the heat equation u; = aAu. To show that the
initial condition holds, use the 1-dimensional case (Theo-
rem 66) and ?7 ?7. O

Proposition 70. Consider the operator T'(t) defined on

Eq. (20). Then, {T'(t) : t € R>(} is a semigroup with the

composition. That is, T'(0) = id and T'(s)oT'(t) = T'(s+t).

Sketch of the proof. It is a consequence of the generaliza-

tion of %ir% [|H(t) * f — fllo, = 0, which it can be proven
—

using the 1-dimensional case (Theorem 67) and ??7 ?7.

O
Lemma 71. The function
L e_% ift#£0
u(x, t) = Vel #
0 ift=0and x#0

is a solution to the heat equation for ¢ > 0 and also for
t<0.
Operators

Definition 72 (Explicit scheme in finite differ-
ences). Let E be a Banach space and A : E — E be
an linear operator. Consider the following ivp:

uy = Au
u(z,0) = up(x)
We would like to extend the notion of ??. Thus for n >t
we can rewrite the previous equation as:

u(t +t/n) ~ (1 + :LA> u(t)

(21)

Thus, taking the limit as n — oo we can conclude:

_ s t\ A
u(t) = nl;ngo (I+ nA) u(0) =: e"“u(0)
Note that for this to be well-defined we need that A must
be a bounded operator. And in that case, the following
identity also holds:

X ik Ak
t"A
etA

- k!
k=0

Definition 73 (Implicit scheme in finite differ-
ences). Let E be a Banach space and A : E — F be an
linear operator. Consider the ivp of Eq. (21) and rewrite
it this time as:

u(t) ~ (1 - :;A> ol t/n)

for n > t.
conclude:

u(t) = lim (I - ;A) T u(0) =

Note that for this to be well-defined we need that A~1
must be a bounded operator?.

Thus, taking the limit as n — oo we can

e u(0)

2t can be proved that this definition of exponential matrix for an operator is more appropriate for the differential operators than the

previous one. Also, computationally is more efficient.

10



Proposition 74 (Duhamel principle). Let E be a Ba-
nach space, D : F — FE be a linear differential operator
that involves no time derivatives and F' : £ — FE be a
functional. Consider the following ivp:

Lo

Then, the general solution to this problem is the solution
to the following integral equation:

us = Du+ F(u)

x,0) = up(x) (22)

t
u(t) = ePug + / =P F(y(s))ds
0

Sketch of the proof. The solution of the homogeneous sys-
tem is e'Pug. Let u(t) = ePg. We will use the variation
of constants method to find the solution. Imposing that
u(t) has to be the solution we have:

DetPg 4 e'Py = DetPg+ F(u) < Py’ = F(u)

And integrating we get:

Maximum and minimum principles

Definition 75. Let U C R™ be open and bounded and
fix a time t = T. We define the parabolic cylinder as
Ur := U x (0,T]. We define the parabolic boundary as
FT:UT\UT:E)UT\(UX {T})

Theorem 76 (Maximum principle). Let U C R”
be open and bounded and fix a time ¢ = T. Suppose
u € C2(Ur) NC(Ur) solve the heat equation in Ur. Then:

max{u(x,t) : (x,t) € Ur} = max{u(x,t) : (x,t) € '}
Proof. Let v € C§(Ur) N C(Ur) such that v, — aAv < 0.
Then, max{v(x,t) : (x,t) € Ur} = max{v(x,t) : (x,t) €
I'r}. Indeed, if the maximum was in Up or U x {T}
we would have v; > 0 and Av < 0, which contradicts

vy — aAv < 0 because o > 0.
Now take v = u — et with € > 0. We have that:

v —aAv =u — Au—ae = —e <0
Thus:
u=uv-+c¢et

< max{v(x,t): (x,t) € Tp} + et

< max{u(x,t) : (x,t) € 'r} + et
for all e > 0 and all ¢ € [0, 7. O

Theorem 77 (Minimum principle). Let U C R”
be open and bounded and fix a time ¢ = T. Suppose
u € C3(U7)NC(Ur)? solves the heat equation in Uz. Then:

min{u(x,t) : (x,t) € Ur} = min{u(x,t) : (x,t) € I}

Sketch of the proof. Apply the 76 Maximum principle to
the function —u(x,t). O

Theorem 78 (Uniqueness of the heat equation). Let
U C R™ be open and bounded, g € C(I'r) and f € C(Ur).
Then, there exists at most one solution u € C?(Ur)NC(Ur)
of the problem:

Sketch of the proof. Suppose u; and us are two solutions
of this problem. Apply both 76 Maximum principle and
77 Minimum principle to the function u; — us. O

ur — alAu = f
u=g

in UT

on I'r

Theorem 79 (Maximum principle on unbounded
domains). Let g € C(R"™). Suppose u € C2(R™ x (0, T])N
C(R™ x [0,T]) solves the problem

{

and satisfies that u(x,t) < AeelxI’ V(x,t) € R™ x [0,T]
and for some constants a, A > 0. Then:

u — Au=20
u=yg

in R™ x (0,7]
on R™ x {0}

sup{u(x,t) : (x,t) € R" x [0,7]} = sup{g(x) : x € R"}

Proof. First divide [0,7T] into subintervals with size ¢ <
ﬁ. It suffices to prove the claim on one of such subinter-
vals. So from now on assume T < ﬁ. Let y € R™ and
consider the function

llx—y|2
ed(T+e—1t)

v(x,t) = u(x,t) — W

1

with € > 0 such that 7'+ ¢ < 4 and § > 0. It can be
checked that v — Av = 0. Now fix r > 0 and consider the
set Ur = B(y,r) x (0,T]. By the 76 Maximum principle,
we have that:

max{v(x,t) : (x,t) € Ur} =
= max{v(x,t) : (x,t) €eTr} =M

Now let’s prove that we can bound M by supycpn g(x). If
x € R™ and t = 0, then:

6
(T + 5)”/2

lx—yI2

e 1T+ < wu(x,0) = g(x)

v(x,0) = u(x,0) —

And if [|[x —y|| =r and ¢ € [0, 7], then:

T2
v t) = ul ) = e
2 T2
< AelXI” — o1
(T +&)"
2 2 2
S Aea‘ly” +ar® __ em

(T +&)"/?

< AcellylPHar® _ 0 artiq
B (T +¢)"/?

3Here the subindex 1 in C%(UT) indicates that the differentiability is with respect to the first component of u, that is, with respect to x.
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where v > 0 satisfies a + v = Letting r — oo this

1
4(T+e)"
last inequality is bounded by supyer» 9(x). So Vy € R”
and all ¢ € [0,T] we have

v(y,t) < sup g(x)
xER™

Finally, letting 6 — 0 we get Vy € R™ and all ¢ € [0,T]]

the desired result:

u(y,t) < sup g(x)
xER™

O

Theorem 80 (Minimum principle on unbounded
domains). Let g € C(R"). Suppose u € C3(R" x (0,T])N
C(R™ x [0,T]) solves the problem

{

and satisfies that u(x, t) > —AeallxI’ V(x,t) € R" x [0,T]
and for some constants a, A > 0. Then:

u — Au=20
u=g

in R™ x (0,7
on R™ x {0}

inf{u(x,t) : (x,t) € R" x [0,7]} = inf{g(x) : x € R"}

Sketch of the proof. Apply the 79 Maximum principle on
unbounded domains to the function —u(x,t). O

Theorem 81 (Uniqueness of the heat equation on
the unbounded domains). Let ¢ € C(R") and f €
C(R™ x [0,T]). Then, there exists at most one solution

u € C2(R™ x (0,T]) NC(R™ x [0,T]) of the problem:
up—Au=f inR™ x (0,T]
u=gyg on R" x {0}

satisfying |u(x, t)| < Ac?lXI” V(x,t) € R" x [0,T] and for
some constants a, A > 0.

Sketch of the proof. Suppose u; and us are two solutions
of this problem. Apply both the 79 Maximum principle
on unbounded domains and 80 Minimum principle on un-
bounded domains to the function u; — us. ]

5. | Laplace equation

General properties and solutions

Definition 82 (Laplace equation). Let u: RxR — R
be an unknown function. The Laplace equation is the PDE
defined by:

Au=0

Proposition 83 (Dirichlet problem in the disc).
Let f : [0,27r] — R be a continuous function such that
f(0) = f(2m). Then, there exists a continuous function

v: D(0,p) — R that v € C2(D(0, p) \ {0}) and such that:
1. v(r,0) =v(r,2m) ¥Yr € [0, p]
2. Av=0.

3. v(p,8) = f(0) VO € [0, 27]

12

An example of such function is:
x n

v(r,0) = E r—n [ar, cos (n@) + by, sin (nd)]
p
n=0
where:

2m

f(0) cos (nb) do

f(0)sin (nd) do

Sketch of the proof. The Laplacian in polar coordinates is:
A 10 [ Ou n 1 9%u
u=——|ro— — T
ror \  or r2 062
Now use separation of variables v(r, ) = R(r)O(6) impos-
ing that ©(0) must be 2w-periodic. O
Definition 84 (Dirichlet problem). Let U C R™ be an

open bounded set such that U is of class C!, f € C(Q)
and g € C(0Q). The Dirichlet problem is defined as the

following ivp:

Proposition 85 (Uniqueness of Dirichlet problem).
Let U C R™ be an open bounded set such that OU is of
class C!, f € C%(Q) and g € C%(9Q). Then, there exists
at most one solution of Eq. (23).

—Au=f
u=yg

inU

23
on OU (23)

Sketch of the proof. Suppose u; and us are two solutions
of the problem. Apply the first of the 30 Green identities
to the functions f = g = u; — uo. O

Definition 86. Let U C R™ be an open bounded set such
that AU is of class C', f € C?(2) and g € C3(9Q). Con-
sidering Eq. (23) we define the energy functional as the
operator

1
Bo= [ 5 IVul - wf
U

defined on the set {w € C*(U) : w =g on dU}.
Theorem 87 (Dirichlet’s principle). Let U C R™ be
an open bounded set such that 9 U is of class Ch feC?(Q)
and g € C2(01Q). Then, u € C3(U) solves Eq. (23) if and
only if v minimizes F.

Proof.

=) Let u be a solution of Eq. (23) and take w €
dom(F) such that w = uw +v. Thus, v = 0 on
OU. We need to show that Fw > Eu. A calcula-
tion shows that:

1
Fuw=Eut / S Ivel®
U

where we have use the 30 Green identities to con-
clude that:

/Vu~Vv—vf:O
U

Hence Fw > Eu.



<=) Let u be a minimizer of E and A(t) = E(u + vt),
t € R. By the definition of a minimum, we have
that X' (0) = 0 and so:

’0):/Vu~Vv—vf=/U(_Au_f)
e U

again by the 30 Green identities. Since, this is
valid Vv € dom(F) it follows that —Au = f by
Theorem 28.

O

6. | Sobolev spaces

Definition 88. Let 2 C R"™ be a bounded subset. We de-
fine the Sobolev space H' () (or W12(Q)) as the following
space:

HYQ):={f € L*Q):D;f € L*(Q),i=1,...,n}

Here D; denotes the distributional derivative with respect
to the i-th component.

Proposition 89. Let 2 C R™ be a bounded subset. Then,
H(Q) with the inner product

+Z D;f,D zg

/Vf Vg

<fa g>H

and associated norm

1 N ® = 11"+ D 1D £l

i=1
is a Hilbert space.

Sketch of the proof. Clearly, H'(2) is pre-Hilbert. It’s
missing to show that H!(Q) is complete. Let (f,) €

H'(Q) be Cauchy. Then, (f,),(D;if,) € L?(Q) are also
Cauchy as [|fll, < [Ifll; and [Dif]l, < Hf||H1 Vi =

1,. lim f, L G and hm D, fn = g, for
n— oo

some G,gi € L*(Q), Vi 1,...,n. If we prove that
D;,G = g;, we will be done. But this is clear from the
definition of distributional derivative as Vo € D(Q) we

have:
Q Q

And the 7?7 7?7 allow us to conclude that:

/gﬂﬂz /GDW
)

Q

,n. Hence,

O

Definition 90. Let 2 C R™ be a bounded subset. We
define the space H{(Q) := Cly1(q)(D(R)).

4From now on we will call T as ulgq.

13

Definition 91. Let Q C R™ be a bounded subset and
u € L*(Q). We define the average of u over Q as:

,7i/
o)
Q

Theorem 92 (Trace theorem). Let @ C R"™ be a
bounded subset such that 9 is of class C'. Then, there
exists a bounded linear operator

T:HY(Q) — L*0Q)

such that:
Tu=ulpq Yu € HY(Q) NC(Q)

We call Tu the trace of u on 9 Q*.

Theorem 93. Let Q C R" be a bounded subset such that
O is of class C! and let u € H(£2). Then:

UEH&(Q) < ’u|aQ =0

Proposition 94 (Poincaré inequality). Let Q@ C R
be a bounded subset and u € H'(). Then, there exists

C € R such that:
<c / IV

/ (u— u
Q

Proposition 95. Let Q C R™ be a bounded subset. Con-

sider the map:

Q:HY(Q) — HY(Q)oR

U u—u
Then, the space H(Q) := Q(H(f)) equipped with the
inner product

(f,9)g= | V[f-Vyg
/

is Hilbert.

Proof. First of all the map is well-defined. Indeed, if
Q(u) = const., then u = const. But in this case v = u
and so Q(u) = 0. Let’s see now that H(Q) is Hilbert.
Clearly H(Q) is pre-Hilbert as @ is linear and continuous.
To show the completeness note that the norms on H ()
and H'(Q) are equivalent. Indeed by the 94 Poincaré in-
equality we have that Va € H(Q):

J19ur < [+ 19u) < €+ 1) [ 190
Q Q Q

for certain C € R and because % = 0. Thus, the Cauchy
convergence is the same with both norms. And since
HY(Q) is complete, so it is H (). O

Proposition 96. Let 2 C R” be a bounded subset. Then,
Ho(Q) := Q(HL(R)) is closed in H(f).



Proof. Let (wy,) € Q(HE(Q)) be a sequence that converges
in Hi(Q) to w. We need to show that w € Q(H}()).
Note that w,, = Q(uy,) = u,—u, for certain (u,) € Hg ().
Thus, w, = u, — w,. By Theorem 93 we have that
U, = —wp|pq which converges in L?(0€) by the con-
tinuity of the trace and therefore, as L?(0), u,

verges on R. Let ¢ := nh_)rr;om Now, u = w, + U,

con-
con-

verges in HE(Q) to w + ¢ =: u. We claim that ¢ = 7,
which is clear by the continuity of the average. Hence,
w=u—1u= Q(u) with u € H}(Q) because H}(Q) is
closed. So w € Q(H}(D)). O
Proposition 97. Let 2 C R™ be a bounded subset and
G € H(Q). Then, 34 € Ho(Q)" = H(Q) & Hy(Q) such
that

% = arg min

1 _
/5 Vw|]*: §—w e Hy()
wEH(Q) o

Sketch of the proof. Use the 7?7 77. O

Theorem 98. Let Q@ C R™ be a bounded subset. Con-
sider the Dirichlet problem of Eq. (23) with f = 0 and
g € H'(Q2). Then, this problem has existence and unique-
ness of solutions.

Proof. Let §=Q(9) =g—g € H(Q) and @ € HO(Q)L be
the minimizer of Theorem 97 given g. Thus, @—g € Ho(Q2)
and so @ — § = v — 7, v € H}(2). Define u := @+ g+ v.
Note that u — g = v € H}(Q) and Theorem 93 implies
u = g on J8. It’s missing to show that v minimizes FE.
But this is clear from the fact that v — 4@ € R and so
lull ey = ll@ll () and the existence and uniqueness of
. O
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