Numerical calculus

1. | Imitial value problems

Definition 1. An initial-value problem is said to be well-
posed in the Hadamard sense (or simply well-posed) if it
has existence and uniqueness of solutions, and if it has
continuous dependence on initial conditions and parame-
ters.

One-step methods
Consider the ivp

{ x' = f(t,x) 1)

X(t()) = Xp

For n € NU {0} let t,,41 := t,, + h, where h > 0 is called
step size. We would like to create a sequence (X,,) (mesh-
points) that approximates (in some sense) x, := x(t,)
from a first iterate X := xg. In this section we will de-
scribe several algorithms that intend to do so. We will
denote f,, := f(t,,x,) and £, = f(t,,%X,). Note that
solving Eq. (1) is equivalent to solve the integral problem:

x(t) =xo+ [ f(t,x(s))ds
/

Choosing different numerical-integration methods for ap-
proximating this latter integral will lead to different meth-
ods for solving the ivp.

Definition 2. A numerical method is called explicit if the
n-th iterate can be computed directly in terms of some
previous iterates. A method is called implicit if the n-th
iterate depends implicitly on itself.

Definition 3. A one-step method ® for the approxima-
tion of Eq. (1) can be cast in the concise form

in+1 = q)(tna ifu in+1a fa h) = in + h¢(tna iru in-&-la fa h)

(2)
The remarkable fact is that the n-th iterate only depends
on the previous one. The function ¢ is called incremen-
tal function. From here we can define the local truncation
errors as

Xn+1 — Xn — h(»b(tm Xn,Xnt1, T, h)
h

Tn(h) =
We define 7(h) as:

7(h) = sup [|Tn (h)]|

n>1
Finally, we define the global truncation error as:
e, =X, —Xp

We can also define the iterates X, as defined by:

i; =x, + hq,’)(tm Xy Xnt1, £, h)

Remark. In reality in Eq. (2) we should add a term of the
form hie, K with K > 0, ¢ € Nand ||| <1 on account of
the approximation errors due to the float-precision arith-
metic. But from here on, we should omit it in order to
simplify the notation.
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Figure 1: Geometrical interpretation of the local and
global truncation errors

Definition 4 (Euler method). Consider the ivp of
Eq. (1). The forward Euler method or explicit Fuler
method is defined as:

inJrl =X, + hfn

The backward Euler method or implicit Fuler method is
defined as:

in—f—l =X, + h?n-‘rl
Note that the forward method is explicit, whereas the
backward method is implicit.

—— Exact solution

Explicit Euler method with 5 steps
—— Explicit Euler method with 10 steps
—— Explicit Euler method with 100 steps

Figure 2: Explicit Euler method for approximating the ivp
{2/ = z,2(0) = 1} with different number of steps.



Definition 5 (Trapezoidal method). Consider the ivp
of Eq. (1). The Trapezoidal method is defined as:

h ~ ~
)~(n+1 = in + 5 (fn + fn+1)

Definition 6 (Heun method). Consider the ivp of
Eq. (1). The Heun method is defined as:

h = -
in-{-l =X, + 5 (fn + f(tn-‘rl; Xn + hfn))

Definition 7 (Taylor method). Consider the ivp of
Eq. (1) and suppose that f € C"(R x RY). The Taylor
method of order r is the method constructed from the Tay-
lor series of the solution x(¢). Thus, the Taylor method of
order r is:

< < — h¥
Xnt1 = Xp + Z Fx;’“)
k=1

We should then substitute each unknown derivative x,(zk)

by a function of f,,. For example the Taylor method of
order 2 would be:

_ =k 5 .
K1 =R+ b + - (fe(tn, %n) + Dof (Fr))

Note that the Taylor method of order 1 is precisely the 4
Euler method.

Definition 8. A one-step method for the approximation

of Eq. (1) is said to be consistent if }llin%) 7(h) = 0. More-
—

over, we say that the algorithm has order of consistency

(or order of accuracy, or simply order) p if T7(h) = O (hP).

Definition 9. A one-step method for the approximation
of Eq. (1) is convergent if

I =0
Y sup Jlex |

Moreover, we say that the algorithm has order of conver-
gence p if |le, || = O (hP).

Remark. Note that in a consistent method the difference
equation for the method approaches the ODE as the step
size goes to zero, whereas in a convergent method is the
solution to the difference equation that approaches the so-
lution to the ODE as the step size goes to zero.

Theorem 10. Consider a consistent one-step explicit
method such that its incremental function ¢ is Lipschitz
continuous (with constant L) with respect to x. Then:

eL(tn+1fto) _ 1

———r(h)

lentill <
Proof.

lensall < flxnr1 = %5 o || + [[%5 41 — Znsa ]|
S hlTnea ()] + llenll +
+ h H¢(tn,xn, f7 h‘) - ¢(tnain7f7 h)”
< hlTna(R)] + (L+ AL) [len]

Tterating the process (note that ey = 0) we have:

llenti]] < h[l +(14+hL)+---+(1 +hL)n]T(h)

(14+hL)" -1

=7 7(h)
L(tny1—to) _ 1
<)
where the last inequality follows from 1 + z < e”. O

Corollary 11. Consider a one-step method with order of
consistency p such that its incremental function ¢ is Lip-
schitz continuous with respect to x. Then, if ¢,, < T for a
fixed T € R, the convergence of the method has also order

p.

Lemma 12. Euler method has order of consistency 1,
whereas Heun method has order of consistency 2.

Proof. Using the Taylor series expansion of x(t) we have
that:

x(t+h) —x(t) — hf(t,x)  hx"(t)
h 2
Hence, Euler method has order 1. For the Heun method

we will describe a general procedure for constructing meth-
ods of arbitrary order. Let

kl = fn kg = f(tn + Cgh,xn + haglkl)
Xp41 = Xp + h(blkl + bgkg) +0 <h3)

Expanding ks we have that:
ko = f + cohf, + az hDaf (k1) + O (B?)
So:

Xpt+1 = xn+(b1+b2)hf+h2(b202ft+b2@21D2f(f))+O (h3)
(3)

But from x’ = f(¢,x) we have:

2

h
Xnt+1 = X, + hf + ?(ft +Dof(£)) + O (R*)  (4)

Matching coefficients from Eqgs. (3) and (4), we get the
desired result. (]

Remark. For a method of order s (see Theorem 14), just
start with » > s values kq, ..., Kk, of the form:

k; = f(tn +csh, X, + h(aslkl +-- 4 ai(ifl)ki—l))

for i > 2 and k; = f,,, and impose:
T
Xni1=Xn+h Y bk;+0 (hH)
i=1

There are tables that determine the smallest r necessary
for a given order s (see Table 1).



Runge-Kutta methods

Definition 13. The family of s-stage Runge-Kutta meth-
ods (or RK methods) is defined by

o(t,x,£,h) =x+h> bk;

i=1

where the stages k; € R? are the solutions to the coupled
system of (generally nonlinear) equations

k;,=f t—i—cih,x—l—hZaiij i=1,...,s

j=1

where ¢; 1= 377_, a;; for i = 1,...,s. Denoting ¢ = (¢;),
b = (b;) and A = (a;;) we can construct the Butcher

tableau

c| A
bT
to summarize the information about the method. The
method is explicit if a;; = 0 Vj > 4. Otherwise, it is
implicit.
Lemma 14. A Runge-Kutta method is consistent if and
only if Y7 b = 1. If moreover, > ;_, bic; = 3, then
it has order of consistency 2. And if the conditions

S bici? =% and Yo7 b > i1 Gijc; = % are also sat-
isfied, then the consistency is of order 3.

Proof. In the following equations we omit the evaluation
at (tn,X,). On the one hand we have:

x'=f
" —f, 4 £y f = F

"= fyy 4 2 f + Frnf? + Fi(Fr + £ f) = G + £ F

Note that here fy, € £(R?, £(R?, R?)). That is, is a vec-
tor of matrices. And the vector product fxxf2 is done as
follows: (fxx),;f, for each ¢ = 1,...,d, which result in d-
column vectors that form a matrix that gets multiplied by

f. And on the other hand:

hZa”

k; =f+c;hf; + 4

2

+ Cihfot Z aijk] Z aijkj + O (hg)
Jj=1 j=1
=+ c;hF + & h2G+h2 Zamcj £.F + O (h?)

Jj=1

Therefore:
Ta(h) =f + hF+6h2(G+f F)+ 0 (h%)

Zbk

Matching coefficients we get the desired result. Ol

Lemma 15. The consistency order p of an s-stage Runge-
Kutta method is bounded by p < 2s. If the Runge-Kutta
method is explicit, then p < s.

Remark. Looking at Table 1 we see why the RK4, i.e. the
RK method with 4 stages, is so widely known.

Order ‘
s |

1 2
1

3 4 5 6 7 8
2 3 4 6 7 9 1
Table 1: Number of stages of an explicit RK method
needed for a given order of consistency

Step-size control for Runge-Kutta methods

Theorem 16. Let f : [tg,t,] x R? — R? be a function of
class CN*+1 with respect to the second variable and let %(t)
be the numerical solution to the ivp Eq. (1) obtained by
a one-step method of order p < N with step-size h. Then,
X(t) has an asymptotic expansion of:

x(t)

=x(t) +e,(t)h? +--- +en(t)hY + Exyq(t, h)AN T

with ey (o) = 0 Yk > p. This is valid V¢ € [to, ] and all
h > 0. Moreover, the functions e are differentiable and
independent of h and ||[En41(2, )|, < 00 YVt € [to, tn].

Theorem 17 (Richardson extrapolation). Consider
the ivp of Eq. (1) and let X(¢;h) be the numerical solu-
tion obtained by a one-step method of order p < N with
step-size h. Then:

X(t;h) — x(t; h/2)

x() o — 1

=X(t;h/2) — +0 (kP

Proof. By Theorem 16 we have that:
x(t; h) = x(t) + e, (t)h? + O (hPT)

x(t;h/2) = x(t) + e, (t) (g) + O (hP*h)

Subtracting the two equations we have:

(1) = KL XN

p+1
2 e Gl

O

Theorem 18 (Runge-Kutta-Fehlberg method).
Consider two explicit RK methods of orders p and p + 1
with incremental functions (],’3 and ¢ respectively such that
their Butcher tableaus have the same (a;;) coefficients
(and therefore the same (¢;;) coefficients):

cl| A

bT
BT

These methods ¢ and (]3 are called embedded methods'.
Denote by X and %X the numerical solutions using the re-
spective incremental functions. Then, given a tolerance ¢
and an older step-size h, we would like to choose a new

1Usually the notation RKp(q)s is used to refer for a method of order p with an embedded method of order ¢ < p and a total of s stages.



step size hyew for which our approximate solutions differ
no more than € between them. At the time t¢,, we have:

in+1 - in + hd)(tru in» f’ h)
)A(n_;,_l - in + h(ﬁ(tnv iYu f’ h)

To obtain this we have to choose the new step-size

€
hnew ~ h rtl ~ =
\/||x(tn + h) — X(tn, + h)||

()
If this new step-size was not successful, i.e. we have

[X(tn41 + Pnew) — K(tnt1 + hnew) || > €

we will have to repeat the last step with another step-size
Rrow < Pnew-

Proof. We assume that the n-th iteration was successful,
ie.:
[R(tn +h) = X(tn +h)|| < €

From the hypothesis and Theorem 16 we have:
1R(tn +h) = X(tn + h)|| < e(x(ta))h*!

Moreover, up to errors of first order, we have c(x(t,)) =
c(x(ty, + h)). Finally, imposing

le(x(tn + 1) hnew” || S €

yields to:

h p+1
(o + ) - x(ta 0] (222) 7 5

O

Remark. Note that there exist RK embedded methods by
the following argument. Start with a RK method of or-
der p + 1 that has s stages. Then we can construct a RK
method of order p with s stages by copying the coefficients
A and c and adjusting the coefficients b properly to make
it “less” consistent.

Remark. In practice in order to avoid many unsuccess-
ful steps, instead of the new step in Eq. (5) we use the
following:

€

||5i(tn + h) - 5d((ﬁn + h)”

Rpew == ah P11

with a ~ 0.9. Furthermore, in order to avoid rapid oscil-
lations of the step-size, h should not, however, be changed
by more than a factor of 2 to 5 from one step to the next.

Stability of Runge-Kutta methods

Definition 19. Consider a RK method applied to the ivp
y' = Ay. We can express it as:

Un+1 = g(h\)Gn

for some function g : R — R. This function is called sta-
bility function. Given h and A, the method is said to be
stable if |g(hA)| < 1 and absolutely stable if |g(hA)| < 1.

Definition 20. Consider a RK method with stability
function g. We define the stability region of the method
as the set:

A:={zeC:|g(2)| < 1}

We say that the method is A-stable (or unconditionally
absolutely stable) if {Re(z) < 0} C A. Otherwise, we say
that the method is conditionally absolutely stable

Remark. The motivation behind this definition of stability
is on the stiff equations, which are differential equations
for which certain numerical methods for solving the equa-
tion are numerically unstable, unless the step size is taken
extremely small. A-stable methods do not exhibit these
instability problems.

Theorem 21 (Lax theorem). Consider a consistent and
stable RK method. Then, the method is convergent.

Proof. We will prove it only for the test problem y’ = \y.
We have:
En+1 = Yn+1 — gn+1 = Yn+1 — g(h)‘)gn -

= Ynt1 — g(hA) (yn — en) = h7n(h) + g(hN)en

Iterating the process and taking norms we have:

n

lenl < 3 19N hlr— i (B)] < nbr(h) "2 0
§=0
because nh = t,, — tg is bounded. O

Multistep method

Definition 22. A k-step method is a method that uses
the previous k steps to compute the next step.

Definition 23 (Linear multistep method). Consider
the ivp of Eq. (1). A linear k-step method is a method of

the form:
k k
YT =hY Bifus
=0 =0

that computes the (n + k)-th iterate from the previous
k iterates. Here ay,8; € R are such that oy # 0 and
@ + Bo? # 0. Observe that we need k initial values in
order to use the method. Finally, note that if 5y = 0 then
the method is explicit.

(6)

Remark. Since in practice we only have one initial value,
we can use a one-step method to compute the first k iter-
ates and then use the k-step method.

Definition 24. Consider the multistep method of Eq. (6).
We define the first and second characteristic polynomials
of the method as:

k k
p2) =3 07 o(x)=) B
j=0 j=0

Definition 25. A linear k-step method is said to be zero-
stable if there is a constant C' > 0 such that for every
N € N sufficiently large and for any two different sets



of initial data §,...,¥,_; and §¥¢,...,¥,_;, the two re-
spective sequences (¥,,)o<n<n and (9, )o<n<n of iterates
satisfy

Yn||<c max _yn”

0<n<k—1 15

[nax 15, —

as h — 0.

Definition 26. A linear k-step method satisfies the root
condition if all zeros of its first characteristic polynomial
p(z) lie inside the closed unit disc, and every zero that lies
on the unit circle is simple.

Theorem 27. Counsider the ivp of Eq. (1) and suppose
that f is Lipschitz continuous. Then, a linear k-step
method is zero-stable if and only if it satisfies the root
condition.

Remark. This theorem implies that zero-stability of a mul-
tistep method can be determined by merely considering its
behavior when applied to the trivial differential equation
y' = 0. It is for this reason that it is called zero-stability.

Definition 28 (Adams method). Consider the ivp of
Eq. (1). The Adams method is a linear multistep method
of the form:

k

=YVnih1th Z Bifns;
=0

(7)

yn+k

If B = 0 then the method is explicit, and it is called
Adams-Bashforth method. If B; # 0 then the method is
implicit, and it is called Adams-Moulton method. The co-
efficients 3; are found by integrating the Lagrange inter-
polating polynomial between t¢,, 41 and tn+k constructed
from the nodes (tn+;, nﬂ) for j = 0,. — 1, for the
Adams-Bashforth method, and for j = 0, ...,k for the
Adams-Moulton method. That is, the respective incre-
mental functions are given by:

tntk
k—1
= f Tt g
¢AB - Z n+j H P t
_ n-‘rJ n+i
totr—1 7 ,L;éj
tntk k
- n—i—z
¢AI\/I = an-i- H dt
. =0 n+] n—H
n+k—1

In the following table we expose the first three Adams’ in-
cremental functions for the explicit and implicit methods:

k Adams-Bashforth Adams-Moulton

1 fn fn+1
3fn+1 - fn fn+1 + fn
2 2 2
93f 11 — 160 + 5Fp_1 | 5Fnis + SFnit — fn

3

12 12

Definition 29. Consider the k-step method of Eq. (6).
We define the local truncation error of the method as:

k
> j=0l® ¥t — hBifn4 ]

h

To(h) =

We define 7(h) as:

7(h) = sup [|Tn (h)]]

n>1

= 0.

Moreover, we say that the algorithm has order of consis-
tency or order of accuracy p if T(h) = O (hP).

We say that the method is consistent if ’llirr%) 7(h)
—

Remark. The global error of the method and the conver-
gence of it are the same as in the one-step case.

Proposition 30. The Adams-Bashforth k-step method
has order of consistency k, whereas the Adams-Moulton
method has order of consistency k + 1.

Theorem 31. A necessary condition for the convergence
of the linear multistep method of Eq. (6) is that it has to
be zero-stable and consistent.

Theorem 32 (Dahlquist’s theorem). Let f be a Lip-
schitz continuous function and consider the multistep
method of Eq. (6). Suppose the method is consistent.
Then, the method is zero-stable if and only if it is conver-
gent. Moreover, if the solution y is of class CPT! and the
consistency error is O (h?), then the global error is O (h?).

2. | Nonlinear systems of equations

Newton method

Definition 33 (Newton method). Let F : R? — R? be
a differentiable field. We would like to find the solutions
of F(x) = 0. The Newton method is a recurrence of the
form:

Xptl = Xp — DF_l(xn)F(xn)

which starts with an initial guess xg. Rather than actu-
ally computing the inverse of the Jacobian matrix, one
may save time and increase numerical stability by solving
the system of linear equations

DF(Xn)(Xn+1 - Xn) = _F(Xn)
for the unknown x, 11 — x,,.

Lemma 34. Let C C R? be an open convex set and
F € C°(C) be such that DF(x) exists and satisfies:

Fy)ll < Llx -yl

for some L > 0 and for all x,y € C. Then, Vx,y € C' we
have:

IDF (x) —

[F(x) - F(y) - DF(y)(x —y)[| < g I = y]*

Proof. Consider ¢ : [0,1] — R defined by ¢(t) =
F(y +t(x —y)). Then, ¢ is differentiable,

¢'(t)
and satisfies:

l¢'(t) = (0)]| < [DF(y +t(x —y)) —
< Lt[lx — |

=DF(y +t(x—y))(x—y)

Fiy)llx -yl



Moreover:
A:=F(z) - F(y) - DF(y)(x —y) =

=¢(1) —p(0) —¢'(0) = /1so’(t) —¢'(0)dt
Therefore: O

1
L
2 2
80 < [ Dt -yl de =5 -]
0
O
Theorem 35. Let C C R? be an open convex set and

F € C'(C) with a zero x* € C. Suppose that DF(x*) is
invertible and satisfies:

1. ||DF71(X*)|| < M for some M > 0.

2. |DF(x) — DF(y)|| < L|jx — y|| for some L > 0 and
for all x,y € B(x*, R), for some R.

Then, Ir > 0 such that Vxo € B(x*,r), the Newton
method sequence is well-defined and converges quadrat-
ically (at least) to x*.

Proof. Let r := min (R, ﬁ) We prove first that if
y € B(x*,r), then DF(y) is invertible. Recall that from

?7,if JA|| < 1, then I+ A is invertible and H (I+A)” ’ <
=&y~ With that in mind, if A := DF ™' (x*)DF(y) — L,
then:
- * * 1
|A[| < ||DF~'(x*)|| [DF(y) - DF(x*)|| < MLr < 3

Hence, A +1I; = DF ! (x*)DF(y) is invertible and there-
fore so is DF(y). Furthermore:
|DF ! (x*)

| <2M
Y

IDF ()] <

(®)

Now we prove by induction that any term x, on the se-
quence is well-defined and satisfies:

51 — x| < ML [x, — x|

By hypothesis, we know that xo € B(x*,r), so DF(xg) is
invertible and x; = xo — DF~!(x0)F(x0) is well-defined.

Moreover:
Ix1 = x| = [[x0 — x* ~ DF~ (x0)[F(x0) — F(x")]|
= ||DF~"(x0)[F(x*) — F(x0)—
— DF(x0)(x" — x0)]]|
< 2ML Ixo — x ||
HXo — x|
- 2

where in the penultimate step we used Eq. (8) and The-
orem 34. Thus, x; € B(x*,r) and so x5 is well-defined.
Recursively, we prove that x,, 11 is well-defined and:

||XO - X*” n—00

l[xn
gl 0

—x'
<<
5 < <

So the limit exists, and it is x*. O

[%np1 = %7 <

Quasi-Newton methods

Definition 36. A quasi-Newton method for finding the
zero of a function F : R — R? is a method that uses an
approximation DF,, of the Jacobian DF(x,,) to compute
the next iterate x,41, instead of computing the Jacobian
directly, as in Newton’s method. Once solved the sys-
tem DF, y = —F(x,), the next iterate in a quasi-Newton
method is given by x,,4+1 = X, + @, ¥, where «,, is a damp-
ing parameter.

Remark. Computing the Jacobian is a difficult and ex-
pensive operation. Broyden proposed a method that com-
putes the whole Jacobian only at the first iteration and
does rank-one updates at other iterations.

Definition 37 (Broyden’s method). Let F : RY — R9.
The Broyden’s method is secant-like method which uses a
recurrence for the Jacobian matrix of the form:

F, - DF,Ax,
:DFn—Fn—nX(AX

T
5 n)
| Ax, |

DFn+1

where Ax,, = x,4+1 — x,, and F,, = F(x,). We then pro-
ceed with the Newton method:

Xpnt1l = X — DF,'F,
A variant to the Broyen’s method for computing directly
the inverse of the Jacobian matrix is:

Ax, — DF,,'AF,

~1_ DFn_l—i— - .
(Ax,)"DF, 'AF,

DF, 4 (Ax,) DF, !

where AF, =F,, .1 — F,.

Remark. Another alternative for the computation of the
Jacobian matrix would be to use the finite difference
method for each column of the matrix:

F(Xn + hej) —
h

F(Xn)

D;F(x,) ~

Optimization

Definition 38 (Descent method). Let f : R — R be
a differentiable function. We want to find the minimum of
f, or equivalently, the zeros of V f. A descent method is a
method for finding the minimum of f using the following
iteration:

Xn+1 = Xp + andn

where «,, is a step size and d,, is a descent direction, i.e.
satisfying d,” V f(x,) < 0 whenever Vf(x,) # 0 and
d,, = 0 otherwise. Some of the most common descent
methods are:

—(Hf) " (xa) V£ (x0)

o Inexact Newton method: d,, = —B,, ' (x,)V f(x,),
where B,, is an approximation of the Hessian matrix

Hf(xy).

e Newton method: d,, =



o Steepest descent or Gradient descent: d, =
_Vf(xn)
o Conjugate gradient method: d, = —Vf(x,) +

Bnd,_1, where (3, is a parameter chosen such that
the directions (d,) are pairwise conjugate by the
Hessian matrix Hf(x,), that is, d," Hf(x,)d, = 0
for £,k < n.

In order to find a suitable step size «,,, we need to solve
the following optimization problem:

minimize ¢(a) = f(x, + ad,)

Remark. In practice, this latter problem is solved using a
line search method. For n > 1, if f(xp41) < f(xy), then
o, is accepted, and we choose ay,41 = 5. Otherwise,
ap, o, /2 and we repeat the proces until the difference
between f(x,+1) and f(x,) is sufficiently small. We shall
start with ag sufficiently large.

Definition 39 (Broyden-Fletcher-Goldfarb-Shanno
method). Let f : R? — R be a differentiable function.
The Broyden-Fletcher-Goldfarb-Shanno method (BFGS
method) is a quasi-Newton descent method for finding the
minimum of f using an approximation of the Hessian ma-
trix. The algorithm is as follows. Start with an approxi-
mation By of Hf(xg). Then, for n > 0:

1. Solve B, d,, = =V f(x,,).

2. Perform a line search to find «,.

3. Update x,41 = X, + andy,.
4. Define y,, = Vf(x41) = Vf(xp).
5. Update B,,:
T T T
B,.1 =B, + —
+ anyann dnTBndn

Remark. There is also a variant of the BFGS method that
computes recursively an approximation of the inverse of
the Hessian matrix.

3. | Boundary value problems

Shooting method

Definition 40 (Shooting method). Suppose we want
to solve the boundary value problem:

x' = f(t,x)

r(x(to),x(t1)) =0
where r : R™ x R®™ — R"™ is a function that defines the
boundary conditions. Let x(¢;tg,s) be the flow of the ivp:

{x’ = f(t,x)

X(t()) =S

(9)

If

r(s,x(tl;to,s)) =0 (10)

then x(; ¢, s) will also be a solution to the boundary value
problem. The shooting method is the process of solving the
initial value problem for many values of s until one finds
the solution x(t;tg,s) that satisfies the desired boundary
conditions of Eq. (10). That is, the solutions s correspond
to roots of:

F(s) :=r(s,x(t1;t0,8))

Remark. Given several initial guesses, we can use interpo-
lation with these nodes, find the root of the interpolating
polynomial and use it as the new guess. Alternatively, one
can use the Newton’s method or a quasi-Newton method
for finding a root of F.

Multiple shooting method

Definition 41 (Multiple shooting method). Suppose
we want to solve the problem of Eq. (9) and consider the
partition of the time-interval of integration tg < t; < --- <
ty. The multiple shooting method starts by guessing the
solution s; of the BVP at ¢, £k = 0,...,N. Now let,
x(t; tg, xx) be the flow of the ivp:

{x’ = f(t,x)

X(tk) = Xk

All these solutions can be pieced together to form a con-
tinuous trajectory if the functions x(¢; tx, i) match at the
grid points t1,...,tx—1. Thus, solutions of the bound-
ary value problem correspond to solutions of the following
system of N equations:

X(t15t0,80) = s1

X(tn;tN—1,SN—1) = SN

Finite difference method

Definition 42. Suppose we want to solve the BVP:

"+ At)a' + p(t)x = f(t, )
z(a) =«

z(b) = B

Consider an equally-spaced partition of the time-interval
of integration t,, = tg + kn, k =0,..., N, with {y, = a and
ty = b. The finite difference method starts by approxi-
mating the derivatives of x by finite differences (usually
centered derivatives). For example, the centered deriva-
tives of orders 1 and 2 are:

(11)

-2 _
xll(tn) ~ Tn+1 ;LU; + Tn—1

Tn+1 — Tn-1

2h

2 (tn) =

with error terms H:v(?’) H %2 and Hx(‘l)H %, respectively,
o] o0

where z,, := x(t,). We then solve the resulting iterative

system of equations

Tn4+1 — 2xn + Tp—1 Tp4+1 — Tp—1 _

B2 +)\n 2% +Mnl‘n—f(tn;xn)
Iog =«
oy =p

which can be concise in a matrix form:



24 M 1+ L 0 0
1-L 24 M 1+ L
0 1—-L 24+ M 0
- 1+L
0 0 1-L -2+ M
I hzf(tl,(El) —Oé(].—L)
I2 th(tg,!Eg)
x3 — :
: R f(tn—2,xN—2)
TN-1 R f(ty—1,2n-1) — B(1+ L)
where L := ’\gh, M = p,h?, Ny = Xtn) and p,, := p(ty,).

4. | Numerical linear algebra

Singular value decomposition

Lemma 43. Let A € M;;,x,(R). Then, all the eigenval-
ues of ATA are non-negative.

Proof. Assume ATAv = Av, with v unitary. Then:
A= (v, v) = <ATAv,v> = (Av,Av) = |Av|?> >0

O

Definition 44 (Singular value). Let m > n and
A € M, «n(R). The singular values of A are the square
roots of the eigenvalues of AT A, which are real and non-
negative by 43.

Theorem 45 (Singular value decomposition). Let
m > n and A € M,,x,(R). Then there exist orthogo-
nal matrices V € O,(R), U € M,,x»(R) and a diagonal
matrix ¥ € M,,(R) such that:

A =UxVvT

where 3 = diag(o1,...,0p) and 07 > 093 > -+ >0, > 0
are the singular values of A. A decomposition of this form
is called singular value decomposition (SVD) of A. The
columns of U are called left singular vectors, while the
columns of V are called right singular vectors. Writing
U= (uy,...,u,) and V = (vy,...,v,), we have another
expression for the singular value decomposition:

n
A= E aiuiviT
i=1

Proof. For simplicity we assume o,, > 0 and m > n. From
linear algebra (check ??) we know that since AT A is sym-
metric, it admits a decomposition of the form ATA =
VAV?, where A is diagonal and V € O, (R). Thus, we
have that (AV)'(AV) = A =:

(12)

2 is diagonal and so
U := AVX ! is orthonormal. O

Remark. From here one, we will assume that the singu-
lar values are ordered in decreasing order. Thus, o; will
always be the largest singular value and o,, the smallest.

Remark. Note that the SVD is not unique, even though
having the same ordering of the singular values. For exam-
ple, we can replace u; and v; by —u; and —v; in Eq. (12).
The singular values, on the other hand, are unique.

Corollary 46. Let m > n, A € M,,«n(R) and consider
a SVD A = UXV". Then:

1. The columns of V are the eigenvectors of ATA.
2. The columns of U are the eigenvectors of AA™.
3. If A is symmetric, then o; = |\;], YA; € 0(A).

Proof. The third property is easy, and the first and sec-
ond one are similar, so we only prove the second one. Note
that from the identity AV = UX we have Av; = o;u;,
for i = 1,...,n. Similarly, from ATU = VX we have
ATu, = o;v;, for i =1,...,n. Thus:

AATlli = OiAVi = ai2ui
(]

Proposition 47. Let m > n and A € M, x,»(R). Then,
|All, =01 and AT, = £
Proof. Let A = UXVT be a SVD of A and x € R" be
such that |[x||, = 1. We know that if y = V'x, then
ly¥ll, = 1. Thus:

2 2
lax],® = [UEVTx| " = [5vTx|| = Imyll,* -

n
=Y oy’ <alllyl,” = o
=1

And this value is reachable by taking x = v;. The second
part is analogous. [

Remark. Note that similarly to Eq. (12) we can write
Al = Z?:l %ViuiT, and therefore if we want to solve
the system Ax = b, we can write:

n
uin
X = E V;
; g;

Theorem 48. Let A € GL,(R) and x,b € R™ be such
that Ax = b. Then, the error Ax in the equation
A(x 4+ Ax) = b+ Ab, Ab € R", can be controlled by:

L [[Ab] _ [[Ax] |Ab|
#(A) b [1x]] Ib]]

< k(A)

where k(A) = [|A|| HAle is the condition number of A.

Proof. The second inequality is a consequence of 77. For
the first one, note that from x = A~ !'b and AAx = Ab
we have:

x|l < [[A7H[ bl [|Ab]| < [[A[l]Ax]

Hence, [|Abl| [x]| < Al [[A~"]|[|Ax]| [b]. O

Proposition 49. Let A,C € M,(R) and let R :=
I, — AC. If |R| < 1, then A and C are non-singular
and:

IR _
[A[l

o At < ISR

_ C|
T
=R

1Rl




Proof. If |R|| < 1, then p(R) < 1, and so I,, — R is in-
vertible and so are A and C (taking the determinant).
Moreover, HA71|| < ||C| H(In +R)71H from which the

first inequality follows. For the second one, note that:
IR| < [A]]|C—ATY|

ANd using the previous one, we get the last one:
lo- A7 = A7 R] < a7 R, 0

Truncated singular value decomposition

Remark. In practice however, doing a full SVD is not al-
ways possible, since it requires a lot of memory and time.
A truncated version of it is often used, where we only keep
the k largest singular values and their associated singular
vectors.

Definition 50. Let A € M« (R). The truncated sin-
gular value decomposition (TSVD) of A is an inexact de-
composition of A of the form:

A=U,x, v}

where X = diag(oy,...,01), Up € My, xx(R) is created
selecting the k left singular vectors of A associated with
O1y...,0%, and Vi € M,k (R) is created selecting the k

right singular vectors of A associated with o1, ..., 0.

Remark. In this case the general solution of Ax ~ Ayx =
b is given by:

k T

=D MR 3 e,

i=1 i=k+1

with & € R arbitrary.

Proposition 51. Let A € M,,«x,(R) and b € R™. Sup-
pose that

xx = arg min || Ax — b||, + A[|x],”
xERn?

where A > 0 is a regularization parameter. Then:

n
PP
= —_— V,Lv
02+ M o

i=1

XA
Proof. First note that we can express x, as:

() o)

Suppose a SVD of A is A = UXVT. Then, from ?? ??
we know that this solution is given by:

o= () (0) () 0)

- (ATA + )\QIn) “'ATh

2

X) = argmin
x€ER™

—1
- (VZQVT + /\QVVT) veUTh
— V(22 +\°1,) ' =UTb

n
S
= —_— V3

0i2+)\2 o; ¢

=1

QR decomposition

Lemma 52. Let Q € O,(R). Then, YA € 0(Q), |A| = 1.
Moreover, o; =1,1=1,...,n.

Proof. Let v be a unitary eigenvector of Q associated to
A. Then:

M= (v, ) = (Qv,Qv) = <V,QTQV> =(v,v)=1

To see that all the singular values are 1, note that if
A\ € ¢(Q) with eigenvector v, then A~' € o(Q") with
eigenvector v. Thus, YA € 0(Q) with associated eigenvec-
tor v, we have:

Q'Qv=Q"\xw=v

Lemma 53. Let Q € O,(R). Then:
1. detQ = +1.

2. 1Qll; = .

Proof. Note that QQ" = I,,. Taking determinants, we
obtain the first equality. The second equality, follows
from the preservation of the norm by orthogonal matri-
ces: |Qv|y = |[v]ly, Vv € R™. O

Definition 54 (QR descompostion). Let A € M, (R)
be a matrix. A QR decomposition of A is an expression
A = QR, where Q € O,(R) and R € M, (R) is upper
triangular.

Proposition 55. Let A € M,,x,(R) be a full-rank
matrix with m > n. Then, there exist matrices Q €
Mpxn(R) and R € M, (R) such that Q is orthogonal,
R is upper triangular and A = QR.

Proof. We use the 77 7?7. Assume A = (ai,...,a,). We
_ aj*Z_ili (aj,qx )y
o> ]
j=2,...,n. Then, Q =(qq,...,q,) is orthonormal and
R := QTA is upper triangular because if R = (ri;), then

for

define q; = H:ﬁ and q;

7ij ‘= (q;,a;) and from the above expression of q;, we
have:
j—1
a; = ng‘% + 7154,
k=1
. . j—1
for j = 1,...,n, with r; := Haj -39 (aj,qk>qu2.

Remark. In the literature, this latter decomposition is
sometimes called thin QR decomposition to distinguish it
from the full QR decomposition where Q and R are square
matrices. In the thin QR decomposition, we can write:

A=QR= (Ql QQ) (1?)1) = Q1R1

with Ql € men(R)a Q2 € me(m—n)(R) and Ry €
M, (R). Note that both Q; and Q, have orthogonal
columns, and R is upper triangular.



Lemma 56. Let A € GLy(R), b € R* and Ax =bbe pc 1ot A = (Q,Q,) R) _ QR be the full QR de-

a system of linear equations. Suppose A = QR for some 0
orthogonal matrix Q and some upper triangular matrix composition of A. Then:
R, both of size n. Then, solving the system Ax = b is - 9
. ; : = QTp. 2
equivalent to solving the triangular system Rx = Q" b |Ax —b],? = H ((;QLT) (Ax — b)
Proposition 57. Let A € M, x»(R) be a full-rank ma- T ? 9
trix with m > n. The least-squares problem - H <R> x — ( Q Tb )
0 QL b 2
x* = argmin ||[Ax — b||,
xERn And so, by ?? 7?7 we have:
has a solution x* given by: -1 T
& Y x*=((R 0) R (R 0) QP _Rr-1q™
14T 0 Q,.'b
x*=R7°Q"b

O
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